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ABSTRACT
Improving statistical power is a common challenge for online

experimentation platforms. Though internet companies collect user
feedback at low cost and large scale, increasing statistical power is
always desirable so that more hypotheses can be tested and lower
effect sizes canbedetected. To increase the powerwithout increasing
the sample size, it is necessary to consider the variance of experimen-
tal outcome metrics. Variance reduction, a common technique in
statistics,was previously applied to online experimentation based on
the idea of using pre-experiment covariate data to account for noise
in the final metrics. However, because this method relies on correla-
tions between pre-experiment covariates and experiment outcomes,
we found its effectiveness to be limited when testing features for
specific product surfaces. We were also motivated by the challenge
of attributing sparse, delayed binary outcomes to individual user-
product interactions. In this paper, we present two novel methods
for variance reduction that rely exclusively on in-experiment data as
opposed to pre-experiment data. The first method is a framework for
a model-based leading indicator metric which continually estimates
progress toward a delayed binary outcome. The second method is a
counterfactual treatment exposure index that quantifies the amount
that a user is impacted by the treatment based on data from the ex-
periment period. We applied these methods to past experiments and
found that both achieve variance reduction of 50% ormore compared
to the delayed outcomemetric. Using a corpus of 141 experiments
where 32 had stat. sig. delayed outcomemetric movement, we found
evidence of strong alignment between the model-based leading in-
dicator metric and the delayed outcomemetric, with a correlation
of 0.96 compared to the previous best result of 0.64. The substantial
reduction in variance afforded by the two methods presented in this
paper has enabled Airbnb’s experimentation platform to become
more agile and innovative.
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•Mathematics of computing→ Probabilistic inference prob-
lems; •Applied computing→ E-commerce infrastructure.
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1 INTRODUCTION
Online experimentation has been widely adopted within the tech-

nology industry for more than a decade [21, 28, 29]. Applications
include web search [15, 27, 39], social networks [12, 46, 47], video
streaming platforms [7, 18, 45], e-commerce platforms [48] and
marketplaces [23, 41]. An online experiment in the simplest one-
treatment form is typically referred to as an A/B test. In this setting,
online traffic is randomly sampled to create two groups of subjects,
a control group and a treatment group. The control group receives
the existing version of the product or service, while the treatment
group receives an altered version, which can also be called an in-
tervention. Randomization is the most straightforward and reliable
identification strategy to establish a causal link [22, 35] between the
treatment intervention and observed outcomes because confound-
ing variables cannot distort results for either group. A systematic
difference between the control and treatment group outcomes must
be caused by the intervention.
With a causal identification strategy in place, the next step is to

investigate whether a difference between the two groups exists for
outcomemetrics of interest. There is a vast literature around this two-
sample problem, encompassing frequentist null hypothesis testing,
Bayesian methods, sequential testing, and heterogeneous treatment
effect estimation (for a recent survey, see [29]). We observe that all
of these statistical methods depend on the notion of variance.
High variance poses a serious challenge for online experimenta-

tion platforms. For a given level of statistical power, the variance
is proportional to the sample size required (more detail in Section
2). Many innovations cannot be tested concurrently, or parallelized,
without interaction. For example, a user can only experience one
user interface and one backend recommendation engine at a time.
As a result, running online experiments with high-variance target
metrics requires more resources, either in the form of time or user
traffic allocation. Simply extending the experiment duration or in-
creasing the traffic introduces an opportunity cost. Yet, maintaining
high statistical power is critical to ensure trustworthiness of both
the launch decision and effect estimates [26], as low power can lead
to both sign error and exaggeration of treatment effect (TypeS andM
errors) [19, 33]. Experimentation platforms can often mitigate this
problemwith commonly used variance reduction techniques such
as CUPED [10], constructing estimators for the metric of interest
which have lower variance than the original metric.

In addition to the problem of high variance, three notable chal-
lenges motivated our work in this paper: delayed outcomes, sparse
signals, and effect dilution. The problem of delayed outcomes is
well-studied in the context of experiments with long-term outcomes
that are not observable in a short experiment period (e.g. effect of
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job training on employment) [2]. In the online experimentation set-
ting, some outcomes are considered to be delayed even if they can
occur during the experiment period because they are compared to
other metric outcomes that occur earlier. For example, at Airbnb, a
booking is considered a delayed outcome because it occurs after a
journey of engagements such as searches and listing-views. Sparse
signals, meanwhile, are an obstacle for understanding user behavior.
Booking patterns onAirbnb illustrate this problemwell: because few
users reach the final stage of booking, it is unclearwhich interactions
motivated them to book because many users with similar search
behavior do not complete a booking. Lastly, in the context of search
ranking experiments, we observed that a very small proportion of
users exposed to the treatment actually respond to the change, in-
dicating effect dilution. However, it is not possible to guess which
users will respond based on pre-experiment covariates.
Alone, any of these challenges can slow down otherwise agile

experimentation platforms. When they are combined in one setting,
they can become a bottleneck for innovation. We propose two new
directions for variance reduction, both of which achieve variance
reduction of more than 50% compared to the bookings metric in past
experiments. It is worth noting that the first of these approaches
also enabled continuous attribution of delayed outcomes to prior
user-product interactions.

Wemake two novel contributions to the online experimentation
and measurement science literature:

(1) Model-based leading indicatorwith continuousattribution:Wepro-
pose a framework for a model-based value function, inspired by
reinforcement learning, to continuously track progress towards
a delayed outcome and incrementally attribute the final binary
reward to individual user-product interactions. This approach
yields two notable results. First, it achieves variance reduction
of 50% to 85% compared to the baseline bookings metric while
tracking the experiment effect sizes with high fidelity. Second, it
allows us to create a newmetric representing the utility gained
towards a purchasing decision based on fine-grain engagements
such as listing views. The new utility metric can be flexibly ag-
gregated to various levels of granularity, introducing a range of
analysis units and opportunities for user understanding.

(2) In-experiment counterfactual treatment exposure index: We pro-
pose a continuous index that quantifies the amount that a subject
is impacted by the treatment based on data from the experiment
period to tackle the dilution problem. After subjects are ordered
based on their position in the index, it is possible to estimate the
treatment effect for the top-𝑘 percentile of users. This approach
is connected to the the idea of experiment triggering because it
excludes subjects with low treatment effect, but it is different be-
cause the restriction is based on in-experiment signals.We report
60% or more variance reduction from this novel technique when
focusing on subjects with high values in the exposure index. We
also show that when in-experiment signals are used for filtering,
the standard sample variance formula can underestimate the
variance, and appropriate corrections are necessary.

2 BACKGROUND
We return to the A/B test from Section 1. When an experiment is

completed, two metric outcomes,𝑀𝑇 and𝑀𝐶 , are computed for the

two groups, along with the difference Δ(𝑀):
Δ(𝑀)=𝑀𝑇 −𝑀𝐶

Thanks to the central limit theorem [4], we know Δ(𝑀) can be ap-
proximated by a Normal distribution 𝑁𝑜𝑟𝑚𝑎𝑙 (𝛿,𝜎2), with 𝛿 being
the true underlying treatment effect and our interest of inference,
and the variance 𝜎2 can be estimated via:

Var(Δ(𝑀))=Var(𝑀𝑇 )+Var(𝑀𝐶 ) .
The frequentist 95% confidence interval of 𝛿 is

Δ(𝑀)±1.96
√︁
Var(Δ(𝑀))

and the well-known t-statistic is defined as the ratio of the estima-
tor of 𝛿 and its standard deviation Δ(𝑀 )√

Var(Δ(𝑀 ) )
. The variance term

Var(Δ(𝑀)) plays a central role in the inference problem, determin-
ing the width of the confidence interval and the statistical power of
the test. Awell-known rule of thumb [42] is that to achieve statistical
power of 80%, the total number of samples required can be calculated
from sample variance 𝜎2 and the desired minimum detectable effect
size 𝛿 :

𝑛≈ 16𝜎2

𝛿2
.

Therefore, a reduction in variance 𝜎2 translates directly into a re-
duction in the required sample size 𝑛 which constrains the agility
of online experimentation platforms (see 3.2 for more detail about
high variance metrics at Airbnb).

A widely adopted method for variance reduction in online exper-
imentation is to leverage pre-experiment covariates. CUPED [10] is
a simple, semi-parametric efficiency augmentation method [40] that
modifies the original estimatorΔ(𝑀) by augmenting it with another
term based on pre-experiment covariates that are correlated with
in-experiment outcomemetric𝑀 but orthogonal to the treatment.
That is, define a new family of estimators Δ∗ (𝑀,𝜃 ) as:

Δ∗ (𝑀,𝜃 )=Δ(𝑀)−𝜃Δ(𝑋 ) ,
whereE(Δ(𝑋 ))=0because treatment cannot impact pre-experiment
observations. For any fixed 𝜃 , Δ∗ (𝑀,𝜃 ) is still an unbiased estima-
tor for 𝛿 just as Δ(𝑀). Moreover, we can use a 𝜃 that minimizes
the variance of Δ∗ (𝑀,𝜃 ). [10] showed that the optimal 𝜃 resembles
a regression coefficient. Despite the resemblance, this efficiency
augmentation method does not rely on a linear model assumption
and can utilize nonlinear regressionwith modern machine learning
algorithms, or even in non-randomized settings [11, 20, 32, 36].
The effectiveness of CUPED relies heavily on the correlation be-

tween pre-experiment baseline covariates and the in-experiment
outcomemetric. In a blog post fromMicrosoft Experimentation Plat-
form [6], it is reported that for one product surface, CUPED substan-
tially reduces the variance by 20% ormore for themajority ofmetrics.
However, on another product surface, the majority of metrics see
a reduction of less than 5% because pre-experiment covariates are
weakly correlated with the outcomemetric. Here we tackle a similar
situation that CUPED using pre-experiment signals is ineffective in
variance reduction over the baseline standard diff-in-means metric.

3 BUSINESSMOTIVATION
We provide an overview of the Airbnb booking flow, which mo-

tivated the approaches proposed in Sections 4 and 5. We also review
various experimentation challenges introduced by business patterns.
3.1 Airbnb Booking Stages

A typical Airbnb booking journey is visualized in Figure 1.
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Figure 1: Airbnb booking flow.

Homepage When users arrive at airbnb.com or open the Airbnb
App, they are greeted by a homepage experience that is called
location-less search. Because users have yet to specify search criteria
such as the travel destination, listings are surfaced from a variety
of locations. Users looking for inspiration can spend hours clicking
around and use the newly introduced categories to explore different
types of unique Airbnb stays.

Search The majority (about 90%) of visitors will have a specific
location in mind and use the search box, which prompts the user to
enter key criteria for their upcoming trip: location, calendar dates,
and guest count. Location and dates are themost important elements
of the query affecting listing retrieval and ranking. Travelers flexible
about trip timing can issue a search without specifying calendar
dates. The number of guests further excludes listings based on guest
capacity. The search results page includes a ranked feed where each
listing option is presented as a card containing photos, title and price
information. There is also a map view which displays the price at
the location of the listing. Most of the time, more than one page of
listing cards is returned, and users can continue to review listings
from the same search request. Alternatively, users can continue to
refine their search by updating their criteria in the search box or by
interactingwith themap. An average user can issue 10 to 20 requests
from the search box, and often even more requests from the map,
during a 2 to 3 weeks window of visits.

Listing View Viewing one listing in detail enables users to gain
information about their potential stay. The user can reach a listing
view from the homepage, search results, saved wishlist, or a direct
link (shared via message, 3rd party apps, web search, marketing,
etc.)1 During a listing view, the user can read the full description,
house rules, amenities offered, reviews by previous guests, and can-
cellation policy details. Users can also browse photos, add or modify
trip dates, and review payment details such as the nightly price,
fees, and tax. They can also reach out to the host directly using the
"Contact Host" button.

Booking and Post Booking When a guest decides to book a list-
ing, they click the "Reserve" button on the listing view to go to the
checkout stage to complete payment. If the listing allows "Instant
Booking", the reservation can be completed immediately. Other list-
ings require the guest to write a message, which the host can review
and approve. After the guest makes the booking request, it is typi-
cally approved instantly or shortly thereafter. Guests can cancel and
re-book, though refunds depend on the listing’s cancellation policy.

The process of booking on Airbnb ranges from a few hours to sev-
eral weeks, with themajority of the planning taking place over a few
1A rare usage pattern is to query the Airbnb search box with the listing name and go
to the listing page directly.

days, oftenwith gaps. For example, a guest may visit on Tuesday and
then return during the weekend to complete the booking. Though
the conversion rate from the search to the listing view is relatively
high, the conversion rate from the listing view to booking is much
lower. The listing view step is central to the booking process because
it is immediately upstream of the checkout page. Users with differ-
ent levels of booking intention can have very different engagement
patterns. For instance, most users will look at photos. But reading
the full list of amenities, clicking into review details, or checking
availability for different calendar dates reveals a stronger booking
intention. Finally, clicking on the Reserve button is a signal that the
user is interested in continuing the booking process.
3.2 High Variance and Other Challenges

On Airbnb’s marketplace, a booking represents a match between
a guest and a listing. Helping our guests find high-quality listings
is a continuing effort that is measured with a set of key metrics.
The bookings per user metric is often the target metric or one of the
guardrail metrics in an experiment. However, compared to many
other user engagement metrics such as listing-views and searches,
the bookings metric lacks sensitivity — it requires muchmore traffic
to detect the same effect size. In Table 1, we compare the variances of
the bookings, searches, and listing-viewsmetrics, using the variance
of bookings as a baseline. Remembering that the sample size required
is proportional to the sample variance, the normalized values rep-
resent a multiplier for the traffic required to detect the same effect
size, compared to bookings.

Bookings Bookers Bookers(CUPED) Searches Listing views

Variance of percent lift 1 0.88 0.84 0.43 0.35

Table 1: Comparison of variances from a search ranking experiment, using
the bookingsmetric as the baseline.

For highly skewed metrics, capping [25] can enable further vari-
ance reduction without sacrificing the strength of the treatment
effect. Because we focus on experiments that are randomized by
guest, the bookersmetric is the bookings metric capped at 1. Over
a corpus of past experiments, we found that the bookers metric
reduced variance by 10-15%.

Applying CUPEDwith a linear formulation to the bookers metric
only negligibly reduced variance (about 5%) in search and recom-
mendation experiments at Airbnb. We also applied CUPED in the
general form, using a boosting model with a large number of covari-
ates as augmentation. Even in this case, wewere only able to achieve
∼ 15% variance reduction. There are many business reasons why
pre-experiment data may not be helpful for variance reduction. For
example, a traveler’s booking patterns may change with different
occasions and purposes. As a growing business, Airbnb continues to
attract new users, who do not have pre-experiment covariate data.

A common approach to identify surrogatemetrics is to define a set
of candidatemetrics and touse ahistorical experiment corpus to eval-
uate metrics based on two criteria: sensitivity and alignment [9, 14].
Because the variance of listing-views is lower than that of bookings,
and the listing-view stage directly precedes a booking request, it is
intuitive to propose a surrogatemetric based on listing-view engage-
ment signals or simply the quantity of dated listing-views (listing-
viewswith check-in and out dates specified). This is a trial-and-error
approach whose success largely depends on the heuristics used to
define the candidate metrics. Heuristic-driven metrics often cannot
align with the target metric with high fidelity because the causal
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mechanismcandiffer by treatment. For example, an increase in dated
listing-views is generally considered to be a positive outcome, and of-
tenalignswithan increase in thebookingsmetric.However, thereare
plenty of experiments inwhich bookings improved and listing views
decreased. We can also argue that reducing listing views while im-
proving booking conversion is a good outcome because users reach
the booking stage with less effort. Empirically picking surrogate
metrics from existing metrics does not lead to improved understand-
ing of user behavior that can answer deeper questions. In particular,
we are interested to identify which moments in the process lead a
user to commit to a specific listing and complete a booking.
Below, we explain how additional challenges related to Airbnb’s

business model motivated new directions for variance reduction.

Delayed outcomes For many travelers on Airbnb, the decision to
book a listing can be the culmination of a lengthy search experience.
Most trips are large purchase decisions, typically several hundred
dollars or more. Achieving confidence in the purchase requires time
and effort. Among guests who eventually booked, it is common that
they consideredmore than one listing, yet themotivation for their fi-
nal selection is not always clear. It is not straightforward to attribute
their booking decision to an interaction in the product flow. This is in
stark contrast to metrics like listing-views and click-through-rates,
where users’ preferences and feedback are revealed almost instantly.
High cost purchases are intrinsically noisy, as there are various ex-
ogenous factors potentially affecting whether the guest will book,
when the guest will make the decision, andwhich listing the guest
will book. For example, guests often travel with family or a group
of friends, and one guest’s booking decision may be influenced by
preferences or suggestions unrelated to the guest’s search behavior.
A guest that is comparing listings onAirbnb to options outside of the
platformmay suddenly abandon their booking journey. Guests also
have varying degrees of urgency. Those who planmonths ahead can
gather more candidate listings and delay the booking to a later time.
As the decision process gets longer, more exogenous noise is added
to the booking outcome. Crucially, without clear logic for how to
reward the final conversion to previous interactions that the user ex-
perienced in the booking process, the bookingsmetric does not have
as much signal density as engagement metrics such as listing-views.

Sparse signals Another challenge is that booking is a sparse signal,
for several reasons. Most notably, travel is an infrequent activity for
most consumers. As a result, the Airbnb product flow results in a
low visitor-to-booker conversion rate compared to the conversion
rates of internet products such as search engines, social media, or
video streaming platforms. Many users visit Airbnb simply to find
inspiration for a future trip idea. Such users often do not plan to
make a booking in coming days or weeks. When testing new search
and recommendation features, which are high coverage because
users can interact with them in early stages of the booking process,
it is possible that the majority of user traffic has low intent to book.
Though this traffic offers little signal, it introduces a large amount
of noise for measuring booking conversion.

Effect dilution We observe that experiment exposure is not the
same as impact. For high-exposure features such as search and rec-
ommendation, the treatment effect on low conversion rate event
such as booking is often concentrated in a fraction of experiment

subjects. In our applications, this fraction can be as low as 5 to 10%.
If it were possible to guess which subjects would respond to the
change using pre-experiment data, we could limit the analysis to
those subjects for a more precise effect estimation. [8] pointed out
that tight triggering is a special case of CUPEDwhich can properly
dilute the effect to estimate average treatment effect for the whole
population, achieving variance reduction.
A naive approach to measure treatment exposure is to count the

number of exposures and set a threshold. In the setting of search
ranking, it is possible to count the number of searches, or searches
in which two rankers return different results. However, in practice,
the treatment can easily move the number of searches up and down,
causing the number of users passing the threshold between treat-
ment and control to be different. This result is common when the
index is affected by the treatment and can yield misleading results.
For example, if a treatment increases user engagement, more users
would pass the threshold in the treatment group, but these users tend
to have a lower conversion rate compared to those who have high
purchasing intention and would been engaged regardless. The con-
version rate when filtered to high-exposure users in this approach
can showanegative conversion effectwhen the true effect is positive.
Using in-experiment signal for segmenting and filtering can lead to
sample ratio mismatch [17] and render the analyses invalid.

4 MODEL-BASED LEADING INDICATORWITH
CONTINUOUSATTRIBUTION

Wepropose a framework backed by the theory of causal surrogacy
[2] to construct a model-based value function [38] that continuously
assesses the propensity of a delayed conversion event, and attributes
the incremental gain of this value function at every step to the source
of the action responsible for the improvement of the value function.

Let𝑊𝑖 be the binary treatment assignment of subject 𝑖 , and𝑌𝑖 be
the delayed outcome (e.g. whether a series of visits and engagements
lead to an uncancelled booking in the end). The causal surrogate
model posits the existence of a set of observations 𝑆 that can block
(d-separate as in [35]) all the causal pathways from the treatment as-
signment𝑊 to theoutcome𝑌 . This leads to the surrogate assumption
in the form of conditional independence in [2],

𝑊𝑖 ⊥𝑌𝑖 |𝑆𝑖 , (1)

which entails that the same regression model E(𝑌 |𝑆) =E(𝑌 |𝑆,𝑊 =

1) =E(𝑌 |𝑆,𝑊 =0) applies to both the treatment and control group.
This also implies that all the causal effects on𝑌 are mediated exclu-
sively through causal effects on 𝑆 , and pass forward to 𝑌 through
the functional form of E(𝑌 |𝑆).

Let𝑉𝑖 =E(𝑌𝑖 |𝑆𝑖 ), it is straightforward to showthatΔ(𝑉 )=𝑉𝑇 −𝑉𝐶

(average of𝑉 over the treatment and control group) is an unbiased
estimator for the average treatment effect on𝑌 . For readers familiar
with causal graphical model, this surrogate assumption (1) is a spe-
cial case of the front-door criterion [35] in the randomized treatment
setting. We call𝑉𝑖 a surrogate or leading indicator for a delayed out-
come𝑌𝑖 . It is especially critical when𝑌 is a long-term outcome not
observable for most subjects during the experimentation period, for
example, if𝑌 represents a person’s future income in 20 years when
studying causal effect of education. However, in our application, the
outcome is delayed but still mostly observed in the experimentation



Variance Reduction Using In-Experiment Data: Efficient and Targeted Online Measurement for Sparse and Delayed Outcomes KDD ’23, August 6–10, 2023, Long Beach, CA, USA

period. Unlike long-term effect literature, we employ a causal sur-
rogate model for two purposes: variance reduction and continuous
attribution.
4.1 Variance Reduction for Delayed Outcomes

Themainmathematical propertywe exploit is the following corol-
lary from the law of total variance:

Var(𝑉 )=Var{𝐸 (𝑌 |𝑆)} ≤Var(𝑌 ) . (2)
Because the regression model can smooth out a portion of𝑌 ’s vari-
ance not explained by 𝑆 , we expect significant variance reduction
by replacing a highly noisy𝑌 with a regression prediction of it. This
also highlights the fundamental difference between our use of the
causal surrogate model and a typical MLmodel for prediction.
(1) The objective of this model is to smooth out noise that is not

part of the causal mechanism. We emphasize that optimizing
for prediction accuracy is not the primary goal. In fact, when
the outcome is delayed but still observed, one can include the
outcome𝑌 itself into the predictors 𝑆 . This will trivially satisfy
the surrogate assumption, but then𝑉 is equivalent to𝑌 and no
variance reduction is achieved.

(2) The ideal choice of 𝑆 is the smallest set of predictors that satisfies
(1). This is because Var{E(𝑌 |𝑆)} ≤ Var{E(𝑌 |𝑆 ′)} when 𝑆 ⊂ 𝑆 ′.
The guiding principle of selecting such a set 𝑆 is to picture the
causal mechanism as a causal graph [35] and find a small set
of nodes between the source of treatment intervention and the
outcome.
We illustrate the selection process of surrogate predictors 𝑆 in

Figure 2. In this graph,𝑊 represents the treatment intervention and
𝑌 is the target outcome.𝐶 affects outcome𝑌 but is not impacted by
treatment intervention𝑊 . 𝑋 and𝑈 represent possible predictors
for the surrogate model. In this case, we exclude𝐶 from the set of
possible predictors. Ignoring the dotted arrow𝑈 →𝑌 for a moment,
there are two causal pathways from𝑊 to Y, both ofwhich go through
𝑆 .We see that 𝑆 completely blocks all the causal pathways from𝑊 to
𝑌 , and 𝑆 alone will satisfy the causal surrogate assumption (1). If the
dotted arrow is real and there does exist a direct causal effect from U
to Y that is not mediated through 𝑆 , then adding𝑈 to the predictors
is necessary. Otherwise, the partial effect𝑊 →𝑈 →𝑌 will not be
captured by the surrogate model.

Figure 2: If the dotted line𝑈 →𝑌 does not exist, 𝑆 is sufficient and the optimal
causal surrogate predictor. If𝑈 → 𝑌 exists, then𝑈 needs to be added to the
predictors otherwise the effect of𝑊 → 𝑈 → 𝑌 will not be captured by the
causal surrogatemodel.

For Airbnb search and recommendation experiments, treatments
change the ranked listing feed, which then affects the set of listings
that users click and view. Listing quality, affordability and other
aspects of listings further affect users’ level of engagement and book-
ing intention. When a user is close to making a booking, they may
examine the listing page more closely, going through past reviews

and even contacting the host for specific questions. They then click
the Reserve button to review payment details. Some will make a
booking request, while others may choose to mark the listing as a
booking candidate and continue to search for better options. Since
the search step is upstream of listing views, all causal effects from
the search page will be reflected by user activities during the listing
view. Moreover, the checkout flow is downstream of the listing view,
and the Reserve button on the listing view is the only entry-point
to the checkout flow. This means that adding checkout page signals
to our set of predictors does not help with the surrogate assumption.
On the contrary, adding checkout page signals such as payment
confirmation interactions undermines the variance reduction goal
because the prediction problem becomes too simple. Based on these
reasons, themain surrogatemodel features we use are various forms
of user engagement and visits during the listing view step. We also
included listing attributes such as location, nightly price, review rat-
ings aswell as total views, search result appearances and bookings of
a listing for a past period (e.g. 90 days). The last category of features
is trip attributes, which include the trip dates (if provided) and the
number of guests. Note that even though treatments on ranking
do not directly affect listing attributes, availability, or capacity, the
user’s decision tobook is jointly affectedby the informationgathered
from listing view and listing attributes. For example, for holidays and
popular destinations inventories will run out and users have higher
urgency to book. Table 2 listsmain features from the three categories.
We construct the causal surrogate at each (user, listing) pair. For

training, we collect logs from the preceding 14 days. For each (user,
listing) pair, we label the pair using the observed booking outcome.
We train a lightGBMmodel with dropout [24, 43] for binary classi-
fication followed by a logistic regression based calibration step [34].
The model is trained every week and used to score the following
week. As mentioned above, prediction accuracy is not the primary
goal and our main evaluation of our model-based surrogate is via
empirical meta-analysis in Section 4.3.
Category Top Features

Listing View Engagements

Number of Views from various platforms (web, mobile, app).
Interaction with photos, descriptions, amenity details, guest reviews
Reserve and Contact Host button clicks.
Interaction with calendar availability

Listing Attributes
Past 90 days total listing views, search result appearances, booking requests.
Location and nightly price.
Cancellation policy. Instant bookable or must request to book.

Trip Attributes Check-in and checkout dates. Lead time (how far from today to check-in).
Number of guests.

Table 2: List of main features chosen for causal surrogate model of search
ranking treatment on booking conversion. Listing view engagement features
are aggregated and updated for each (user, listing) pair when users revisit a
previously viewed listing or visit a new listing.

4.2 Continuous Attribution of Delayed Outcomes to
Individual User-Product Interactions

Our second goal is to attribute a sparse and delayed outcome to
fine-grained individual user-product interactions. We assume that
we have identified the surrogate predictors 𝑆𝑡 at any time step 𝑡 for
every user, and computed its causal surrogate𝑉𝑡 =𝑉 (𝑆𝑡 ). We omit
user index 𝑖 in notation for simplicity. Here the “time” 𝑡 represents an
event causing the vector𝑆 to update, i.e.when a user interactionwith
the product updates the surrogate vector to the new state 𝑆𝑡 from
a previous state 𝑆𝑡−1. With an updated causal surrogate𝑉𝑡 =𝑉 (𝑆𝑡 ),
we attribute the difference𝑅𝑡 :=𝑉𝑡 −𝑉𝑡−1 (𝑉0=0) as a pseudo-reward
to the user-product interaction making that state update at 𝑡 .
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For our application to Airbnb booking behavior, the state vector
𝑆𝑡 is defined by a set of listing view engagement features as well as
listing and trip attributes in Table 2. As in training, we define a state
vector for each (user, listing) pair. As users are browsing listings,
each listing view represents a time step 𝑡 and a state change for a
user-listing pair. If it is the user’s first time viewing the listing, a
user-listing pair is initialized. We look back 14 days to retrieve the
cumulative states up to 𝑡−1 and 𝑡 and use themost recently (weekly)
trained model to score𝑉𝑡−1 and𝑉𝑡 . The difference𝑉𝑡 −𝑉𝑡−1 is attrib-
uted to the listing view at step 𝑡 . The result is a listing-view level
attribution which we call listing-view utility.
We remark that the attribution aspect is an even more funda-

mental improvement than the variance reduction, with numerous
applications in online measurement and beyond. For Airbnb’s case,
not all listing views and user activities contribute equally towards
a booking decision. If we can associate different amounts of reward
to different listing-view engagements, we can then further attribute
that reward to specific actions. We can also aggregate it to the level
of various analysis units such as host, listing, guest, and session.
Continuously attributed reward without delay is a prerequisite for
adaptive experimentation [30].
4.3 Model-Based SurrogateMetrics for Delayed Out-

comes
With the causal surrogate model and continuously attributed

listing-view utilities, we can now define new surrogate metrics for
the bookings metric.

The user-level surrogate metric is straightforward to define —we
simply sum the listing-view utilities from the listing-view level a
user has been attributed across “time” t, obtaining a user-level value
𝑈 (𝑖) =∑

𝑡𝑅𝑡 (𝑖) for each user 𝑖 . This demonstrates the flexibility of
fine-grained continuous attribution and the ease of aggregation to
other analysis units. A side note about continuous attribution is that
the notion of pre-experiment adjustment from CUPED is implied
automatically. If a user already started their trip planning prior to
the start of an experiment, we sum only the incremental utilities
gained within the experiment window.

Unlike the bookingsmetric, which takes integer values, user-level
listing-view utility takes a continuous value. Since most users only
make 1 booking, we cap the user level utility metric at 1 by default.
Under further investigation, we found the distribution of user level
utility to be highly skewed: only about 25% of users has utility more
than 0.01. We created several versions of the listing-view utility
metric, capped at 0.3, 0.2 and 0.1. Note that capping here is not for
outlier removal but for extra sensitivity gain when the treatment
affects the whole distribution of user-level utility in the same direc-
tion. The continuous metric value of user-level utility also opens
future development to explore distributional comparison beyond
comparing two means [1].
4.4 Results
Variance reduction We report the variance of percent lift for the

bookings metric, listing-viewmetrics, and the newly created listing-
viewutilitymetrics in Table 3. The variance of the listing-viewutility
metric is 57% lower than that of the bookings metric. We see that
capping leads to further improvement: listing-view utility metric
capped at 0.3, 0.2 and 0.1 achieved 76%, 79% and 84% variance reduc-
tion, respectively, compared to bookings. Though the listing-viewers

metric is more sensitive than listing-view utility, we will show later
that it lacks strong alignment with the bookings metric.

Bookings Bookers Listing Views Listing Viewers
Variance of percent lift 1 0.88 0.35 0.06

Utility Utility Capped 0.3 Utility Capped 0.2 Utility Capped 0.1
Variance of percent lift 0.43 0.24 0.21 0.16

Table 3: Variance of percent lift normalized based on the variance of the
bookings metric. The new utility metric (0.43) reduced variance by more
than 50% compared to bookings (1), and capping at 0.3, 0.2 and 0.1 further
significantly reduced the variance by 75% to 85%.

Figure 3: A screenshot from a real experiment report showing time series
of percent change and p-value. Top (uncancelled bookings) vs. bottom
(listing-view utility). Reduced variance resulted in amuchmore stable percent
change time series reaching stat. sig. conclusion earlier.

Howbig of a difference can 50% (ormore) variance reductionmake
in real-world experimentation? The results of one experiment in
Airbnb’s experimentation reporting framework are displayed in Fig-
ure 3.We see the time series of percent change andp-values changing
over the duration of the experiment for the uncancelled bookings
metric and the new listing-view utility metric. Not only does the
newmetric reach a much smaller and more conclusive p-value, but
the point estimates also fluctuate much less as a result of its lower
variance.

Given Eq (2), the variance reduction and sensitivity gain do not
come as much of a surprise. A more important question is whether
the causal surrogate assumption holds, and whether the utility met-
ric is truly capturing all or most of the causal effect on booking. We
backtested the utility metrics on 141 search ranking experiments
from 2021 to 2022 Q2. Naively, one might think that we can just
compare or compute the correlation between the two metrics. How-
ever, because the bookings metric has much larger variance than
utility, the variance of the booking metric accounts for the majority
of the noise and can easily dilute the correlation. We restricted the
comparison to a subset of 32 experiments where the bookingsmetric
had a statistically significant effect, indicated by a p-value below 0.05
and a sample size of at least 4 million users. The p-value distribution
of the total 141 experiments are shown in Figure 4.

Figure 4: Uncancelled booking p-value distribution from 141 experiments. 32
of them have p-value below 0.05 and sample size at least 4million users.

In Figure 5, we compare the alignment of surrogate metric candi-
dateswithuncancelled bookings over the corpus of 32 selected exper-
iments in a series of plots. Each point represents a single experiment,
and the size of the point represents the sample size of the experiment.
We compare the effect size estimates for the surrogate metric on the
x-axis against the effect size estimatesofuncancelledbookingson the
y-axis.Adiagonal line is includedas a reference forperfect alignment
between the surrogate metric and the uncancelled bookings metric.

Prior to the utility metric, dated listing-viewers (users who viewed
a listing with check-in and out dates specified) was the best sur-
rogate metric from a previous meta-analysis. When comparing to
dated listing-viewers, the utility metric significantly improves di-
rectional agreement. There are zero experiments with disagreement
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Figure 5: Surrogatemetric alignment with the uncancelled bookingsmetric in a corpus of 32 experiments. Plot (1) shows the alignment of uncancelled bookings
with dated listing-viewers, (2) shows alignment with listing-view utility, and (3) shows alignment with the listing-view utility capped at 0.1. Each point represents
a single experiment, and the size of the point represents the sample size of the experiment. The Pearson correlation coefficient 𝜌 is also displayed for each plot.

between listing-view utility and uncancelled bookings, whereas
listing-viewers has 5/32 cases of disagreement.
In addition to strong agreement, the listing-view utility metric

effect size estimates are also closer to those of uncancelled bookings.
We display the Pearson correlation coefficients for each plot. Both
listing-view utility metrics achieved more than 0.9 correlation while
the previous best surrogate, dated listing-viewers, scored only 0.64.
Because listing-view utility is calibrated and capped to 1 by default,
we expect to see points close to𝑦=𝑥 if the surrogate model reflects
the underlying causal mechanism. The larger the sample size, the
closer the bookings metric is to its ground truth. We see that the
largest points are closer to the diagonal line than the others. In the
third subplot of 5,we still observe good alignment evenwhen capped
at 0.1 ( 87.5% percentile). There is some hint that capped utility effect
size estimates are smaller than booking effect size estimates. Because
we are selecting experiments in which the bookings metric was sta-
tistically significant, we do expect that the selection process will
cause the booking metric effect size estimates to have a systematic
upward bias. We do observe this bias in the the third plot. At the
same time, capping too aggressively can lead us to ignore treatment
effects on the upper percentiles of the utility distribution. In practice,
we found that capped utilities can be great surrogate metrics for the
utility metric itself.

Attribution to search level At Airbnb, online experiments in the
search ranking domain are typically implemented with a randomiza-
tion unit of a logged-in user or a visitor to ensure that we can have
a comprehensive understanding of the treatment effect to the whole
guest booking journey. Randomization at the search request level can
improve the statistical power of metrics at the cost of observability
formetrics aggregated above the search request level because it is no
longer possible to capture interactions spanning multiple searches.
Nevertheless, search-level randomization and its variations are com-
monly used in exploratory experiments. One important variation
of search level randomization for ranking is interleaving [37].
When the objective is to understand booking behavior, a key

challenge remains: how do we define a search-level metric that can
indicate user-level booking impact? Before the introduction of the
listing-view utility metric, several approaches to attribution were
proposed, and they all focused on the booked listing. If a user didn’t

book in the end, then all of the engagement signals from their ex-
ploration process remained untapped. Among users who booked,
they often searched and clicked on the same listing multiple times
before booking. Distributing the reward of the completed booking
to preceding listing views and searches was a challenging problem.

By comparison, the listing-view utility metric offers a data-driven
way to attribute a booking to each listing view and the correspond-
ing referral searches. Reward is distributed according to howmuch
information the user gathered on the page toward their booking
propensity. Importantly, this also applies to almost-bookings – those
listings that the user seriously considered, and compared against,
but didn’t book in the end. Thus, it is more efficient to gather signals
from the vast majority of unbooked listings, and also more targeted
because reward is assigned to the searches and search results that
lead to the greatest elevation of booking intention.

Figure 6: One-dimensional parameter tuning results for the 𝛼 parameter at
the search request level. Point estimates and confidence intervals of booked
listing-views per search (top) and the new listing-view utilities per search
(bottom) are shown for each value of themodel parameter𝛼 .

We demonstrate two applications of search-level attribution. The
first is a hyper-parameter tuning procedure that we performed to
identify a good trade-off between bookings and customer support
cost. We separated online traffic into five different arms based on
possible values of a model parameter 𝑎𝑙𝑝ℎ𝑎 that controls the weight
between the two objectives, randomizing at the search request level.
We thenestimated the impact onbookings and listing-viewutility.At
the search request level, somepreliminary attributionmethod for the
bookings metric was needed to enable comparison with listing-view



KDD ’23, August 6–10, 2023, Long Beach, CA, USA Alex Deng, Michelle Du, AnnaMatlin, and Qing Zhang

utility. The booked listing-views metric is a count of listing-views
occurring after a search request containing a listing that was later
booked.
We found that the variance of the percent change of the listing-

view utility metric capped at 0.1 was 85% lower than the variance of
booked listing-viewsper search. Results are displayed in Figure 6.We
report point estimates and confidence intervals for booked listing-
views per search (top) and the new listing-view utility per search
capped at 0.1 (bottom). We note that the ranges of the y-axes are
substantially different because booked listing-views is a less sophis-
ticatedmetric and includesmany equallyweighted interactions. The
two graphs share a decreasing trend, but the booked listing-views
metric has a much wider confidence interval than its utility counter-
part. The confidence intervals on the top plot often cover adjacent pa-
rameter’s point estimates, while the utilitymetric’s confidence inter-
vals are clearly separated and close to disjoint.We also applied a sim-
ilar enhancement to interleavingmetrics, achieving similar variance
reduction and improved alignment with follow-up experiments.

Another promising application of the model-based surrogate met-
ric is to better understand patterns of repeated engagement. An
example of this is when a user views the same Airbnb listing mul-
tiple times before making a booking decision. Figure 7 shows three
cohorts: users with 6 listing-views (left), 12 listing-views (middle)
and 20 listing-views (right) prior to a booking request. We plot the
75th percentile of listing-view utility for each listing-view, from the
first interaction to the last one before booking request. (The utility
distribution is highly skewed. A similar trend can be shownwith the
average or themedian, but the 75th percentilemanifests the uptick of
utility better.) We found that listing-views close to booking request
unsurprisingly have high utility because users actively inspect and
verifymany details about a listing beforemaking a booking decision.
Contrary to commonbeliefs about first impressions, the results show
that first listing view often does not yield high utility for those users,
and the first uptick of utility happens at 3rd to 4th views of the same
listing. Further investigation reveals that many early listing-views
are characterized by photo scrolling behavior. These interactions
are lessmeaningful engagements than looking at reviews, amenities,
and descriptions. This discovery has direct impact on howwe value
retargeting — upranking results that a user has repeatedly clicked
will lead to further page-views and may improve conversion up to a
point. For the 20 listing-view cohort, the utility metric has a decreas-
ing trend after 5 views, and the booking decision takes place after a
gap of low-utility views. This pattern suggests that such intermedi-
ate low-utility views may not provide incremental value to the user,
and can be better replaced with diversified results.

5 IN-EXPERIMENTCOUNTERFACTUALTREAT-
MENT EXPOSURE INDEX

We share another novel application of search-level utility attribu-
tion. Constructing a continuous user-level index that quantifies the
amount of treatment exposure enables us to focus on the subset of
users that were most impacted by the treatment. The idea is moti-
vated by tight triggering as an efficient variance reduction method
[8, 27], but with an important twist: the definition of the exposure
index is built from signals in-experiment, and are expected to be
affected by treatment itself. This also echoes the theme of this paper,
breaking away from traditional variance reduction thinking.

To avoid sample ratio mismatch, we propose to segment by per-
centile of a continuous exposure index per treatment group. We
order subjects by an exposure index and compute percentile in each
group separately. Then we select the top-𝑘 percentile from each
group and compare them. By design, as long as there is no sample
ratio mismatch for the original dataset and there are no ties for the
index values, with both groups selecting the same percentage of
subjects, the resulting subset won’t have sample ratio mismatch.

A few important remarks. First, this method can be seen as match-
ing subjects between two groups based on an order statistic. The suc-
cess of this approach depends on how effectively the resulting index
aligns with individual treatment effects. Second, it is important that
the index is continuousandnotdiscrete so that thepercentile cutdoes
not need to resolve ties (at least for the desired high percentile level).
Third, a statistical analysis using this data-adaptive segmentation ap-
proach must take the percentile cutting process into account. In par-
ticular, variance estimations of any metric after the top 𝑘% selection
should not rely on the sample variance formula, and would require
additional adjustment such as using bootstrap [16]. The amount of
variance adjustment depends on the joint distribution of the subject-
level exposure index and the metric values. Lastly, [1] proposed to
match quantiles of ametric of interest to engineer a newmetricmore
sensitive than the mean or a fixed quantile. We are not matching the
quantile of ametric of interest, but rathermatching to the quantile of
a continuous index engineered to reflect treatment effect exposure.

The treatment exposure index is constructed with the help of the
listing-view utility metric. For each search request and each listing
view from this search,we compute the ranker impact-weighted utility
as:

𝑢×
(
1−𝛾max( |𝑝𝑇 −𝑝𝐶 |−𝜂,0)

)
,

where𝑢 is the listing-view utility attributed to the search and 𝑝𝑇 and
𝑝𝐶 are the positions of the listing in the ranked feed in treatment
and control. The difference |𝑝𝑇 − 𝑝𝐶 | is called the counterfactual
positional difference because only one position is available during
the experiment, and the other one is computed offline.𝜂 controls the
minimum position difference that will impact the click-through rate,
and𝛾 controls the click-through decay and is a value between 0 and
1.When𝜂=1, a position difference less than or equal to 1 is assumed
to have no impact and the ranker impact weighted utility is 0. The
smaller the𝛾 , the more ranking position matters. At the user level,
we sum the ranker impact-weighted utility to represent the degree to
which a user’s booking decision is impacted by the ranking change.
A high value of this index requires both a high-utility click from
the search results and a large counterfactual positional difference
between two rankers.

Percent lift Stand Error t-stat VR bootstrap correction factor
full size Whole population 0.58% 0.20% 2.87 NA NA

Top 5% diluted 0.62% 0.12% 5.18 65% 1.08
Bottom 95% diluted -0.04% 0.16% -0.22 NA 1.05

1/5 size Whole population 0.41% 0.45% 0.91 NA NA
Top 5% diluted 0.59% 0.25% 2.26 65% 1.08
Bottom 95% diluted -0.18% 0.35% -0.5 NA 1.05

Table 4: A real experiment using in-experiment treatment exposure index to
tease out the top 5% users from the rest. All effects and standard errors were
diluted to effect on overall population for comparison. Top three rows are full
data and bottom 3 rows we sample only 20% to emphasize the benefit of 65%
variance reduction (VR). Bottom 95% results were shown to check assumption
that those usersweremuch less affected. Bootstrap correction factor showshow
muchbootstrapvarianceestimatedeviates fromnaivesamplevarianceformula.

We present results from a past ranking experiment In Table 4. The
treatment showed a percent lift of 0.58% with standard error of 0.2%
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Figure 7: First uptick of utility happens usually around the 3rd and 4th page-views, not the first page-view.

and t-statistics of 2.87, indicating high statistical significance. How-
ever, this result requiredmore than 12Musers in each group to obtain
this level of sensitivity. In addition to the experiment results for the
whole population, we includes the results for the same experiment
with the counterfactual treatment exposure index, restricting users
based on the ranker impact-weighted listing-view utility attribution
(setting 𝛾 = 0.9 and 𝜂 = 1). Matching the top 5% of users retains
almost the same effectwith standard error almost halved (we already
diluted the effect to overall effect [8]) and the variance was reduced
by 65%. The bottom 95% comparisons check the assumption that the
treatment effect for this lower exposure tier is close to 0.
What if we only ran this experiment with a fifth of traffic? We

further down-sampled the data to simulate this scenario. The same
procedureresults in thesame65%variancereduction,with t-statistics
changed from 0.91 (inconclusive) to 2.26 (statistically significant).
The percent lift estimate for the top 5% after dilution (0.59%) is much
closer to the results using the full dataset (0.58%). Finally, the boot-
strap correction factor shows that the naive sample variance formula
underestimates variance by 5% to 8%. It is worth noting this correc-
tion factor depends on the correlation between the exposure index
and targetmetrics so it varies case by case: the higher the correlation,
the larger the correction factor. An ideal exposure index has low
correlation to the target metric (correction factor close to 1), but has
high correlation to the individual treatment effect.

6 RELATEDWORK
Model-based surrogates and the surrogate assumption were pro-

posed in [2] and can be seen as a special case of the front-door
criterion in [35]. [2] also noted the efficiency gain, but their main
objectivewas to study long-termoutcomes that are not observable in
a short experiment period (e.g. effect of job training on employment).
The focus of our method is to exploit the variance reduction, even
when the delayed outcome is short-term and can be observed in a
normal experiment period. In particular,we use themodel prediction
even for subjects with an observed outcome𝑌 . We further use the
causal surrogatemodel to approximate the value function [38] for in-
cremental reward attribution. [15] presented a similar workwith the
variance reduction angle, but focused on predicting a future value of
the same metric that is already continuously observed, e.g. sessions-
per-user after 2 weeks using 1 week’s outcome. Their work shares
the same source of variance reduction as ours and causal surrogacy
in general — due to smoothing effect of conditional expectation,
but without the surrogate modeling and not suitable for delayed
outcome. [41] proposed a model-based metric utilizing listing-view
engagements, but based on individual listing view instead of track-
ing (user, listing) pair over time with continuous attribution. In A/B

testing literature, most variance reduction work has been focused
on exploiting pre-assignment covariates[10, 31, 45].

For delayed outcomes and sparse signals, there exists prior work
modeling the delay or jointly modeling delay and binary prediction
as training with missing data [5, 44]. These works aim at improving
the prediction of a delayed outcome and evaluated their methods
based on the accuracy of their forecast. Our work differs because the
main objective is not to predict a future metric value but to better
estimate the treatment effect, and evaluate ourmethods based on effi-
ciencygainandempirical alignmentwithexistinggoalmetrics’ effect
estimation. Missing data is not a core challenge in our application.

[13] used quantile function of a metric to bound individual treat-
ment effect variance. [3] estimated individual treatment effect using
pairs matched by quantiles of the metric values.

7 CONCLUSIONAND FUTUREWORK
In this work, we constructed a model-based causal surrogate to

serve as a value function representing the progress toward a sparse
and delayed outcome. Using in-experiment signal for variance reduc-
tion is a new direction in the literature of online experimentation. By
leveraging user activity as surrogate signal, we demonstrated that
the causal surrogate model enabled a variance reduction of 50% to
85% compared to the bookingsmetric. Furthermore, we can attribute
incremental gain to individual user-product interactions as well as
theactions that lead to them.This enablesus to experiment andevalu-
ate at amoregranular level thanbefore, enablingflexible aggregation
and improved user understanding. We have also identified oppor-
tunities to measure the value of retargeting and personalization.
We presented another novel idea of engineering a treatment ex-

posure index based on listing view attribution weighted by counter-
factual ranker impact, and use this index to exclude subjects with
close to 0 treatment effect. By selecting the top-𝑘 percentile of sub-
jects from treatment and control groups respectively, we achieved
more than 60% variance reduction for the bookings metric at Airbnb.
Improving understanding of various theoretical aspects of statistical
analysis post quantilematching remains an important area for future
exploration.The selectionof the cutoff𝑘 shouldbedeterminedbefore
the analysis. In practice, making this selection step data-adaptive is
useful, but requires post-selection inference adjustment.
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